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Abstract:

Today, it is frequently seen that many people around us suffer from different diseases, some of
them are curable but some of them are not. Some require quick attention but some can be taken
in period of time. Heart diseases are the one which require proper attention and need quick
treatment. There are systems that can identify the type of disease a person is suffering but still
the systems are not precise and the level of correctness is also not met. So, there is a need of

reliable, accurate and feasible system to diagnose such diseases in a time.

In our major we are focusing on this issue and are using different types of machine learning
algorithm to train and test data-sets using labeled dataset of heart disease and try to find the
classifier which predict that result with higher accuracy on out-of-sample data. At the end, we
will also perform feature selection on our model to improve the level of accuracy. In client
view, we are accepting the user inputs dynamically through suitable executable hosted on our
cloud server according to the prerequisites required by the end-client system and catching them
into remotely-empowered database and handling that client inputs utilizing trained data-sets

for our final prediction and showing them on our centralized web-based interface.

Key words: vaticination — act of prediction, machine learning, out-of-sample data, accuracy,

classifiers, heart disease, linear svm, decision tree, naive bayes, jupyter-server, google-cloud.
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1. Introduction:

Heart disease has created a lot of serious concerned among researches; one of the major
challenges in heart disease is correct detection and finding presence of it inside a human. Early
techniques have not been so much efficient in finding it even medical professor are not so much
efficient enough in predicating the heart disease [3]. There are various medical instruments
available in the market for predicting heart disease there are two major problems in them, the
first one is that they are very much expensive and second one is that they are not efficiently
able to calculate the chance of heart disease in human. According to latest survey conducted
by WHO, the medical professional able to correctly predicted only 67% of heart disease [2]so
there is a vast scope of research in area of predicating heart disease in human. With
advancement in computer science has brought vast opportunities in different areas, medical
science is one of the fields where the instrument of computer science can be used. Medical
science also used some of the major available tools in computer science; in last decade artificial

intelligence has gained its moment because of advancement in computation power.

Machine Learning is one such tool which is widely utilized in different domains because it
doesn’t require different algorithm for different dataset. Reprogrammable capacities of
machine learning bring a lot of strength and opens new doors of opportunities for area like
medical science. In medical science heart disease is one of the major challenges; because a lot
of parameters and technicality is involve for accurately predicating this disease. Machine
learning could be a better choice for achieving high accuracy for predicating not only heart
disease but also another diseases because this vary tool utilizes feature vector and its various
data types under various condition for predicating the heart disease, algorithms such as Naive
Bayes, Decision Tree, KNN, SVM, are used to predicate risk of heart diseases each algorithm
has its speciality such as Naive Bayes used probability for predicating heart disease, whereas
decision tree is used to provide classified report for the heart disease. All these techniques are
using old patient record for getting predication about new patient. This predication system for
heart disease helps doctors to predict heart disease in the early stage of disease resulting in

saving millions of lives.



2. Problem Statement:

Clinical decisions are often made based on doctors’ intuition and experience rather than on the
knowledge rich data hidden in the database. This practice leads to unwanted biases, errors and
excessive medical costs which affects the quality of service provided to patients.

There are many ways that a medical misdiagnosis can occur. Whether a doctor is at fault, or
hospital staff, a misdiagnosis of a serious illness can have very extreme and harmful effects.
The National Patient Safety Foundation cites that 42% of medical patients feel they have had

experienced a medical error or missed diagnosis.

Thus, we proposed a system which would predict the heart disease objectively with the help of
previously recorded healthcare data. Our system could potentially reduce medical errors,
enhance patient safety and decrease malpractice from the doctors or healthcare department.
We’re comparing and analyzing the predicted result and their accuracy for heart disease using

Supervised Machine Learning Techniques.



3. Literature Review:

Predication of heart disease based on machine learning algorithm is always curious case for
researchers recently there is a wave of papers and research material on this area. Marjia Sultana,
Afrin Haider and Mohammad ShorifUddin[4] have illustrated about how the datasets available
for heart disease are generally a raw in nature which is highly redundant and inconsistent. There
is a need of pre-processing of these data sets; in this phase high dimensional data set is reduced
to low data set. They also show that extraction of crucial features from the data set because
there is every kind of features. Selection of important features reduces work of training the
algorithm and hence resulted in reduction in time complexity. Time is not only single parameter
for comparison other parameters like accuracy also play vital role in proving effectiveness of

algorithm similar.

An approach proposed in [4] have worked to improve the accuracy and found that performance
of Bayes Net and SMO classifiers are much optimal than MLP, J48 and KStar. Performance is
measured by running algorithms (Bayes Net and SMO) on data set collected from WEKA
software and then compared using predictive accuracy, ROC curve, ROC value. Different
methods have their own merits and demerits in work done by M.A. Jabbar, B.L Deekshatulu,
Priti Chndra [5], an optimization of feature has been done to achieve higher classification
efficiency in Decision Tree. It is an approach for early detection of heart disease by utilizing
variety of feature. These kinds of approach can also be utilize for other sphere of research.
Other than decision tree various other approach where adopt for achieving the goal of perfect
detection of heart disease in human Yogeswaran Mohan et.al [6] have collected raw data form
EEG device and used to train neural network for pattern classification. Here input output are
depressive and non-depressive categories in the hidden layer scaled conjugate gradient
algorithm is used for training to achieve efficient result. authors have got efficiency up to 95%
with help of trained neural network watching the success of neural network researches working
in the domain of SVM have used this technique to classify and achieve more better result in
case where the feature vector are multi-dimensional and non-linear these methods defeated all
other existing quantum contemporary techniques because it has capability to work under

dataset of high dimensionality.



After going through majority of state of art technique we have pointed out certain loop holes
existed in them. Some of them are discussed below

» There is wide need for more robust algorithm which can minimized the noise in the
dataset because medical dataset may consists of various types of redundancy and noise
in them.

> Recently with advancement in deep learning there could be chance to enhance

efficiency and accuracy for detection heart disease.

4. Objectives Achieved:

1) We found training accuracy for different classifiers.

2) We found testing accuracy for our classifiers as well.

3) We did cross validation to find the best value of 'K" in cross validation for different classifier.
4) We have performed feature selection over the given data set.

5) We have developed a client-side executable file that will sign up user, provide login and
input symptoms via remote SQL server.

6) We have trained our model over the google cloud and predicting its output via dynamic user
inputs.

7) We are performing all our computation on Jupiter server which is set up on cloud and it’s
ipv4 address we have mapped to our domain.

8) We have developed and deployed the GUI using lamp stack for showing each user profile

with its symptoms and ease for admin management.

10



5. Methodology:

The model we took for our software project depends on our whole analysis i.e. Evolutionary
Prototype Software Development Process.

Stepl: We have to select a labeled Dataset that would help in prediction of heart diseases.

Step2: We will be using few supervised learning models, that are Support Vector Machine,
Decision Tree, Logistic Regression, Naive Bayes, and KNN and train them using the Data
set.

Step3: We will follow three different approach for training and testing our models.

Step4: In first approach, we will find Training Accuracy. In this we will be using the whole
data set to train as well as test the model and after testing will find the accuracy of all the
models.

Step5: In second approach, we will find Testing Accuracy. In this we will be using some part
of the Data set for training the models and the other left part of the dataset for the testing
purpose. Similar to step 4, we need to find accuracy of all the models.

Step6: In third approach, we will perform K-Fold cross Validation. In this we will be using
different fractions of data set to train and test our models and find the accuracy of all the
models.

Step7: Now we will compare the accuracy among all the models in three approaches and find
best among all. Then we will select that model or classifier which will give better estimate on
Out-of-sample data.

Step8: Finally using this model we will try to perform feature selection and will try to
improve the accuracy of our system.

5.1. Naive Bayes: -

Naive Bayes classifiers are a collection of classification algorithms based on Bayes’
Theorem. It is not a single algorithm but a family of algorithms where all of them share a
common principle, i.e. every pair of features being classified is independent of each other.

A naive Bayes classifier uses probability theory to classify data. Naive Bayes classifier
algorithms make use of Bayes' theorem. The key insight of Bayes' theorem is that the

probability of an event can be adjusted as new data is introduced.

What makes a naive Bayes classifier naive is its assumption that all attributes of a data point
under consideration are independent of each other. A classifier sorting fruits into apples and
oranges would know that apples are red, round and are a certain size, but would not assume

all these things at once. Oranges are round too, after all.



A naive Bayes classifier is not a single algorithm, but a family of machine learning
algorithms that make uses of statistical independence. These algorithms are relatively easy to

write and run more efficiently than more complex Bayes algorithms.

The most popular application is spam filters. A spam filter looks at email messages for

certain key words and puts them in a spam folder if they match.

Despite the name, the more data it gets, the more accurate a naive Bayes classifier becomes,

such as from a user flagging email messages in an inbox for spam

5.2. Decision Tree: -

A decision tree is a graphical representation of specific decision situations that are used when
complex branching occurs in a structured decision process. A decision tree is a predictive
model based on a branching series of Boolean tests that use specific facts to make more

generalized conclusions.

The main components of a decision tree involve decision points represented by nodes, actions
and specific choices from a decision point. Each rule within a decision tree is represented by
tracing a series of paths from root to node to the next node and so on until an action is

reached.

Decision trees are a popular and powerful tool used for classification and prediction pu
rposes. Decision trees provide a convenient alternative for viewing and managing large sets
of business rules, allowing them be translated in a way that allows humans to understand
them and apply the rules constraints in a database so that records falling into a specific

category are sure to be retrieved.

Decision trees generally consist of the following four steps:

1. Structuring the problem as a tree by creating end nodes of the branches, which are
associated with a specific path or scenario along the tree

2. Assigning subject probabilities to each represented event on the tree

3. Assigning payoffs for consequences. This could be a specific dollar amount or utility
value that is associated with a particular scenario.

4. ldentifying and selecting the appropriate course(s) of action based on analyses

12



5.3. Logistic Regression

Logistic regression is a kind of statistical analysis that is used to predict the outcome of a
dependent variable based on prior observations. For example, an algorithm could determine
the winner of a presidential election based on past election results and economic data. Logistic

regression algorithms are popular in machine learning.

Logistic regression is a technique in statistical analysis that attempts to predict a data value
based on prior observations. A logistic regression algorithm looks at the relationship between

a dependent variable and one or more dependent variables.

Logistic regression has a number of applications in machine learning. A logistic regression
algorithm might attempt to predict which candidate would win in an election by averaging all
the polling results. A more sophisticated algorithm might also incorporate economic data and
past elections in its model. Another algorithm might try to identify which users of a website
would click on certain ads. It is also commonly used in database preparation to classify data

for extract, transform and load (ETL) operations.

5.4. KNN

A k-nearest-neighbor algorithm, often abbreviated k-nn, is an approach to data classification
that estimates how likely a data point is to be a member of one group or the other depending

on what group the data points nearest to it are in.

The k-nearest-neighbor is an example of a "lazy learner" algorithm, meaning that it does not

build a model using the training set until a query of the data set is performed.

A k-nearest-neighbor is a data classification algorithm that attempts to determine what group

a data point is in by looking at the data points around it.

An algorithm, looking at one point on a grid, trying to determine if a point is in group A or B,
looks at the states of the points that are near it. The range is arbitrarily determined, but the
point is to take a sample of the data. If the majority of the points are in group A, then it is

likely that the data point in question will be A rather than B, and vice versa.

The k-nearest-neighbor is an example of a "lazy learner™ algorithm because it does not
generate a model of the data set beforehand. The only calculations it makes are when it is
asked to poll the data point's neighbors. This makes k-nn very easy to implement for data

mining.

13



5.5. SVM

Support Vector Machines is another popular classification technique. A support vector
machine constructs a hyperplane or set of hyperplanes in a high-dimensional space such that
the separation is maximum. This is the reason the SVM is also called the maximum margin
classifier. The hyperplane identifies certain examples close to the plane which are called as
support vectors. SVM is a classifier derived from statistical learning theory by Vapnik and

Chervonenkis.

It is supervised learning models with associated learning algorithms that analyze data and
recognize patterns, used for classification and regression analysis. SVMs are learning
systems that use a hypothesis space of linear functions in a high dimensional feature space
— Kernel function. It is trained with a learning algorithm from optimization theory called

Lagrange.

The basic SVM takes a set of input data and predicts, for each given input, which of two
possible classes forms the output, making it a non-probabilistic binary linear classifier. An
SVM model is a representation of the examples as points in space, mapped so that the
examples of the separate categories are divided by a clear gap that is as wide as possible.
New examples are then mapped into that same space and predicted to belong to a category
based on which side of the gap they fall. SVMs are helpful in text and hypertext
categorization. Classification of images and hand-written characters can also be recognized
using SVM.

14



6. Flow Chart:

Select Data Set

v

Train supervised models using dataset

l

Used three different approach to train
and test our model

I
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!
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v
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v
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v

Perform feature selection

(Figure 6 — Mechanism of Selecting best Model Using Various Classifier)
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7. Use Case Diagram:
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(Figure 7 — Use Case Diagram of the System)
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8. Architecture:

- = — ==

Uaticination.ml

BEST CLASSIFIER

(Figure 8 — Architecture of the system)
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9. Source Code (Snippet):

# coding: utf-8

# In[1]:

import pandas as pd

import numpy as np

columns = ["age", "sex", "cpp", "restbp", "chol", "fbs", "restecg","thalach", "exan

g", "oldpeak", "slope", "ca", "thal", "num"

9. df= pd.read_csv("D:\\StudyStuff\\Major\\processed_cleveland_datal.csv", header=None
,hames=columns)

10. df.head()

11.

12.

13. # In[2]:

14.

15.

16. y=df[ 'num']

17.

18.

19. # In[3]:

20.

21.

22, X=df[ ["age", "sex", "cpp", "restbp", "chol", "fbs", "restecg","thalach", "exang",

"oldpeak", "slope", "ca", "thal"]]

cONOUVTHA WNER

23.

24,

25. # In[4]:

26.

27.

28. from sklearn.linear_model import LogisticRegression
29.

30. # instantiate the model (using the default parameters)
31. logreg = LogisticRegression()

32

33. # fit the model with data

34. logreg.fit(X, y)

35.

36. # predict the response values for the observations in X
37. logreg.predict(X)

38.

39.

40. # In[5]:

41.

42.

43. y pred = logreg.predict(X)

44. # compute classification accuracy for the logistic regression model
45. #Training Accuracy for logistic Regression

46. from sklearn import metrics

47. print(metrics.accuracy_score(y, y_pred))

48.

49,

50. # In[6]:

51.

52.

53. from sklearn.neighbors import KNeighborsClassifier
54. # try K=1 through K=25 and record training accuracy
55. k_range = list(range(1, 26))

56. scores = []

57. for k in k_range:

58. knn = KNeighborsClassifier(n_neighbors=k)

59. knn.fit(X,y)

60. y_pred = knn.predict(X)

61. scores.append(metrics.accuracy_score(y, y_pred))
62. # import Matplotlib (scientific plotting library)

18



63. import matplotlib.pyplot as plt

64.

65. # allow plots to appear within the notebook
66. get_ipython().run_line_magic('matplotlib', 'inline')
67.

68. # plot the relationship between K and testing accuracy
69. plt.plot(k_range, scores)

70. plt.xlabel('Value of K for KNN")

71. plt.ylabel('Training Accuracy')

72.

73.

74.

75. # In[7]:

76.

77.

78. # Select k=1, for training Accuracy

79. knn = KNeighborsClassifier(n_neighbors=1)
80. knn.fit(X,y)

81. y_pred = knn.predict(X)

82. print(metrics.accuracy_score(y, y_pred))
83.

84.

85. # In[8]:

86.

87.

88. #Training Accuracy on Naive Bayes

89. from sklearn.naive_bayes import GaussianNB
90. nb= GaussianNB()

91. nb.fit(X,y)

92. y_pred = nb.predict(X)

93. print(metrics.accuracy_score(y, y_pred))

94,

95.

96. # In[9]:

97.

98.

99. #Training Accuracy on Decision Trees

100. from sklearn import tree

101. dt=tree.DecisionTreeClassifier()

102. dt.fit(X,y)

103. y_pred = dt.predict(X)

104. print(metrics.accuracy_score(y, y_pred))

105.

106.

107. # In[10]:

1e8.

109.

110. #Training Accuracy on SVM

111. from sklearn.svm import SVC

112. svm=SVC()

113. svm. fit(X,y)

114. y_pred = svm.predict(X)

115. print(metrics.accuracy_score(y, y_pred))

116.

117.

118. # In[11]:

119.

120.

121. #Now we will check Testing Accuracy as training accuracy overfits the data

122. # STEP 1: split X and y into training and testing sets

123. from sklearn.model selection import train_test split

124. X_train, X_test, y _train, y_test = train_test_split(X, y, test_size=0.3, ran
dom_state=4)

125.

126. # STEP 2: train the model on the training set

127. # First we will use Logistic Regression

128. logreg = LogisticRegression()

129. logreg.fit(X_train, y_train)
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130.

131. # STEP 3: make predictions on the testing set

132. y_pred = logreg.predict(X_test)

133.

134. # compare actual response values (y_test) with predicted response values (y_
pred)

135. print(metrics.accuracy_score(y_test, y_pred))

136.

137.

138. # In[12]:

139.

140.

141. from sklearn.neighbors import KNeighborsClassifier

142. # try K=1 through K=30 and record training accuracy

143. k_range = list(range(1, 31))

144. scores = []

145. for k in k_range:

146. knn = KNeighborsClassifier(n_neighbors=k)

147. knn.fit(X_train,y_train)

148. y_pred = knn.predict(X_test)

149. scores.append(metrics.accuracy_score(y_test, y _pred))

150. # import Matplotlib (scientific plotting library)

151. import matplotlib.pyplot as plt

152.

153. # allow plots to appear within the notebook

154. get_ipython().run_line_magic('matplotlib', 'inline')

155.

156. # plot the relationship between K and testing accuracy

157. plt.plot(k_range, scores)

158. plt.xlabel('Value of K for KNN')

159. plt.ylabel('Testing Accuracy')

160.

161.

162.

163. # In[13]:

164.

165.

166. # Select k=15, for testing Accuracy using the plot above

167. knn = KNeighborsClassifier(n_neighbors=15)

168. knn.fit(X_train,y_train)

169. y_pred = knn.predict(X_test)

170. print(metrics.accuracy_score(y_test, y_pred))

171.

172.

173. # In[14]:

174.

175.

176. #Testing Accuracy on Naive Bayes

177. from sklearn.naive_bayes import GaussianNB

178. nb= GaussianNB()

179. nb.fit(X_train,y train)

180. y_pred = nb.predict(X_test)

181. print(metrics.accuracy_score(y_test, y_pred))

182.

183.

184. # In[15]:

185.

186.

187. #Testing Accuracy on Decision Trees

188. from sklearn import tree

189. dt=tree.DecisionTreeClassifier()

190. dt.fit(X_train,y_train)

191. y_pred = dt.predict(X_test)

192. print(metrics.accuracy_score(y_test, y_pred))

193.

194.

195. # In[16]:

196.

197.
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198.
199.
200.
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259.
260.
261.
262.
263.

#Testing Accuracy on SVM

from sklearn.svm import SVC

svm=SVC()

svm.fit(X_train,y_train)

y_pred = svm.predict(X_test)
print(metrics.accuracy_score(y_test, y_pred))

# In[17]:

# k-fold cross-validation to improve testing accuracy

from sklearn.model_selection import cross_val_score

cross_range = list(range(2, 31))
scores = []
for ¢ in cross_range:
scores.append(cross_val_score(logreg, X_train, y_train, cv=c, scoring='a
ccuracy').mean())

import matplotlib.pyplot as plt

# allow plots to appear within the notebook
get_ipython().run_line_magic('matplotlib', ‘'inline')

# plot the relationship between K and testing accuracy
plt.plot(cross_range, scores)

plt.xlabel('Value of cv for Cross Validation in Logistic Regression')
plt.ylabel('Testing Accuracy')

# In[18]:

#Best value of k-Fold cross validation is at cv=29 for logistic Regression
cross_val_score(logreg, X_train, y_train, cv=29, scoring="accuracy').mean()

# In[19]:

cross_range = list(range(2, 31))
scores = []
for c in cross_range:
scores.append(cross_val_score(knn, X_train, y train, cv=c, scoring='accu
racy').mean())
import matplotlib.pyplot as plt

# allow plots to appear within the notebook
get_ipython().run_line_magic('matplotlib’, 'inline")

# plot the relationship between K and testing accuracy
plt.plot(cross_range, scores)

plt.xlabel('Value of cv for Cross Validation in KNN')
plt.ylabel('Testing Accuracy')

# In[20]:

#Best value of k-Fold cross validation is at cv=22 for KNN
cross_val_score(knn, X_train, y_train, cv=22, scoring='accuracy').mean()
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329.

# In[21]:

cross_range = list(range(2, 31))
scores = []
for ¢ in cross_range:
scores.append(cross_val_score(nb, X_train, y_train, cv=c, scoring="accur

acy').mean())

import matplotlib.pyplot as plt

# allow plots to appear within the notebook
get_ipython().run_line_magic('matplotlib', 'inline')

# plot the relationship between K and testing accuracy
plt.plot(cross_range, scores)

plt.xlabel('Value of cv for Cross Validation in Naive Bayes')
plt.ylabel('Testing Accuracy')

# In[22]:

#Best value of k-Fold cross validation is at cv=20 for Naive Bayes
cross_val_score(nb, X_train, y_train, cv=20, scoring="accuracy').mean()

# In[23]:

cross_range = list(range(2, 31))
scores = []
for c in cross_range:
scores.append(cross_val score(dt, X train, y train, cv=c, scoring="accur

acy').mean())

import matplotlib.pyplot as plt

# allow plots to appear within the notebook
get_ipython().run_line_magic('matplotlib', 'inline')

# plot the relationship between K and testing accuracy
plt.plot(cross_range, scores)

plt.xlabel('Value of cv for Cross Validation in Decision Trees')
plt.ylabel('Testing Accuracy')

# In[24]:

#Best value of k-Fold cross validation is at cv=15 for Decision Trees
cross_val_score(dt, X_train, y_train, cv=15, scoring="'accuracy').mean()

# In[25]:

cross_range = list(range(2, 31))
scores = []
for c in cross_range:
scores.append(cross_val_score(svm, X_train, y_train, cv=c, scoring='accu

racy').mean())

import matplotlib.pyplot as plt

# allow plots to appear within the notebook
get_ipython().run_line_magic('matplotlib’, 'inline")
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330. # plot the relationship between K and testing accuracy

331. plt.plot(cross_range, scores)

332. plt.xlabel('Value of cv for Cross Validation in SVM')

333, plt.ylabel('Testing Accuracy')

334.

335.

336.

337. # In[26]:

338.

339.

340. #High value of cv in cross validation will lead to high variance and thus Ov
erfitting problem

341. #Best value of k-Fold cross validation is at cv=118 for SVM

342. cross_val_score(svm, X_train, y_train, cv=20, scoring='accuracy').mean()

343.

344.

345, # In[27]:

346.

347.

348. #Finally we are selecting Naive Bayes as it is having higher accuracy after
taking into consideration the problem of Over-fitting

349. from sklearn.naive_bayes import GaussianNB

350. nb= GaussianNB()

351. nb.fit(X_train,y_train)

352. #Taking user define input to test the model

353. X_new= pd.read_csv("http://vaticination.ga/dynamic_data.php")

354, y_pred = nb.predict(X_new)

355. print(' '.join(map(str,y_pred)))

356.

357. Refer Full Source Code: - http://vaticination.ga/source_code.py
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10. Program Output:

Googl X 4

DASHBOARD ACTIVITY

Project info H
Project name

Project ID

Project number

=> Go to project settings

& Resources H

G] Compute Engine

= Trace H

{z} Compute Engine

CPU (%)

-> Go to the Compute Engine dashboard

A1 APls

Requests (requests/sec)

2 pHE ® T 0B G
B iltusion

# ® 0 0 a

/' CUSTC
H & Google Cloud Platform status H
All services normal

A => Goto Cloud status dashboard

\/

Vi

|

|1
| ‘ & Billing H

| Estimated charges

=) View detalled charges

@ Error Reporting H

> Learn how to set up Error Reporting

(Figure 10.1 — Google Cloud Instance Performance Metrics for Jupyter Server)

VATICINATION w

Google Cloud Platform

Compute Engine VM instances

A VM instances
B Instance groups

Instance templates

Name ~ Zone

a

Sole tenant nodes
a & instance-1 us-
a

Disks
Snapshots
] Images
&®  TPUs
% Committed use discounts

Metadata

a Health checks

% Zones

& Network endpoint groups
®  Operations

W Marketplace

N

B} CREATE INSTANCE

Recommendation

& IMPORT VM C REFRESH
Select an instance
Columns ~
PERMISSIONS MONITORING LA
Internal IP External IP Connect
10.142.0.2 (nic0) ~ 35.196.146.215 17 SSH ~ 1}
: PL lect at | it
& upestech@instance-1: ~ - Google Chrome

& https:/

ssh.cloud.google.com/projec

tem information as

enith-224009/zones/us-east1-b/instances/instance-1?
2018

tem load: 0.01
Usage of / 7% of 9.52GB
Memory usage: 18%
Swap usage: 0%

IP address for ensd: 10.14

MicroK8s is Kubernetes in a smap. Made by
One quick install on a workstation, VM, or appliancs
//bit.ly/microk8s

Full R8s GPU support i w availabl
and on GEE with Ubuntu work

Get it in MicroR8s, CDK,

//blog.ubuntu. com/2018/12/10/using-gpgpus-with-kubernetes

Get cloud pport with Ubuntu Advantage Cloud Guest:
http://www-ubuntu. com/b services/cloud

cal Livepatch is available for installation.
system reboots and improve kernel security. Activate at:
//ubuntu. com/1ivepatch

14 packages can be updated.

0 updates are security updates.

(Figure 10.2 — Google Cloud Instance’s SSH for Jupyter Server)
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= upestech@instance-1: ~/Notebooks - Google Chrome - 0B “

@ https://ssh.cloud.google.com/|

— https://blog.ubuntu.com/2018/12/10/using—gpgpus-with-kubernetes

Get cloud support with Ubuntu Advantage Cloud Guest:
http://www.ubuntu.com/business/services/cloud

* Canonical Livepatch is available for installation
— Reduce system reboots and improve kernel security. Activate at:
https://ubuntu.com/livepatch

14 packages can be updated.
0 updates are security updates.

*** System restart required ***
ILast login: Sun Dec 9 18:24:46 2018 from 74.125.47.163
$ cd Notebooks

oks$ jupyter notebook

Writing notebook server cookie secret to /run/user/1001/jupyter/noteboo
k_cookie_secret

JupyterLab beta preview extension loaded from /home/upestech/anaconda3/
lib/python3.6/site-packages/jupyterlab

JupyterLab application directory is /home/upestech/anaconda3/share/jupy
ter/lab

Serving notebooks from local directory: /home/upestech/Notebooks

0 active kernels

The Jupyter Notebook is running at:

https://instance-1:8888/

Use Control-C to stop this server and shut down all kernels (twice to s

p confirmation) .

(Figure 10.3 — Jupyter Server Initialization via SSH)

@ Comoute Engine - VATICINATIO. X x . -] x|
€ [« u L L L
@ ra = ] - o . = ~
Jupyter
;
Saloct s o perform actons on fhem as hew| O
.- Name & Lot

& unii dasyssgo 22048

Vidaysege 11K

(Figure 10.4 — Jupyter Server with Classifier and Data-set files)
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» C i hitpsi/vaticinati 6ipyb * SO GROTOR N ¥
# apps ) @ Pavontogn RS Panett|Sntarko R Symmeto Loginpage [B) M ExpressLogin ) Pythonteeskandco ) Sertock [l Heathoeneftsoter [ BiataNewBreed ot [ luSion v Webmin doesn't st »
7 Jupyter Unitleds Lastcreckpont et Sausaya 07% (astosaes) A o
Fie Edt View inset Cel Kemel Widgels Help Tused  |Pythond O
B+ x BB 4% HRn B C W Cote Ve
v T -

H n 5 d X5 »
Value of cvfor Cross Valdation n SV

In [27]:
#tigh value of cv in cross validation will Lead to high variance and thus Overfitting problen
#8est value of k-Fold cross volidation is at cv=118 for SV
cross_val_score(svm, X_train, y_train, cv=20, scoring='accuracy’).mean()

il 6/site-packags |_selection/_split.py:665: Warning: The least populated class
iny has only 5 members, which is too few. The minimum nuaber of nesbers in any class cannot be less than n_splits=20.
% (min_groups, self.n_splits)), Warning)

out[27]: 9,580413752913753

In [28]: #Finally we are selecting Naive Bayes as it is having higher occuracy after taking into consideration the problem of Over-fitting
from sklearn.naive_bayes import Gaussiante
nb= Gaussiantig()
nb.fit(X _train,y_train)
#Taking user define input to test the model
X_new= pd.read_csv("http://vaticination.ga/dynanic_data.php”)
y_pred = nb.predict(X_new)
print(" '.join(map(str,y_pred)))

08

(Figure 10.5 — Jupyter Notebook file of Various Classifiers resulting in best classifier)

_ I ity X _

€ 4 € O Notserur | vaticvation.gaiohpmyacin/dh srucurephp?sener=18db=vaticationdioken=7H08 et def3beT1bAMca3 IO oh G@ &I #$90 % ) LR
W [ @ Panlogn B ety R Sneologinki: (8] WEmeslogn @ Ppontreskandco [) S [ Mesthbnefior: [ Salabendeetet [ iaon W Webminoenin st »
phoMyAdmin
pHOIGe | ¥orewe D0 4swch §oey Sbget 3ot fOpuins o Pieps o fouies ) fs 5 Tigms G Do
Recenl Fawontes
Be Table & Action Rows § Type Colson Size  Qverhead
e [0 account hoider dtals gy = Bowse 7 Siuctve & Seant e et § Empty @ Orop 2 malB Iaind_swedish ¢i % 8
[L feat 7 e detis W Cowe 7 Siuce 4 Seanh Jelrset @Enpy @0p 2 onaDB e swedsh 1 265
[;_, riomsion sifena il $um * imoDB i swedsh i 28 98
[Lg mysgl
%_ | prmane stena t O Chkel  Wheest v
st
Pri g8 Data dicfona
%L, o Gt fsacrioray
Pﬂm i
iLlEM_M_M
4 Gl el ] ]
Name: Mumbes of comns: 4

(Figure 10.6 — Remote SQL Server receiving various inputs from end-user)
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& H:\Personal Documents\College Projects\Vaticination - Major Project 1 in Pyt.. — = -
e nnnnxxxxx WELCOME TO UATICINATION - Uaticination_ga PR SRS RS

wxxxxxxxxxxxxnx Heart Disease Prediction System ssexsexxsxxxsx
xxxxxxxxxxxxx MAKE SURE THAT INTERMET IS WORKING »xxxxxxxxxx
1.5ign Up
2.Login Up

3.0Quit
Enter your choice:

(Figure 10.7 — Client-Side executable comprises of user-registration and login)

F H:\Personal Documents\College Projects\Vaticination - Major Project 1 in Python\Online Cloud Code\Vaticination_x64_executable.exe
wnmmmmnmmmxmmnnmn ELCOME T0 UATICINATION - vaticination.ga smmmemmmmssmmmns

 Heart Di e Prediction tem

ssoooooooooe MAKE SURE THAT INTERNET IS WORKING scococcooo:

itive): kanwal@Q?

e prediction

= atypical angina; 3 = non-anginal pain; 4 = a
re (in mm 18
201
true; @ = fa

s (8 = normal 2 = hypertrophy): 2

downsloping): 2

Enter your choice:

(Figure 10.8 — Client-Side executable taking various symptoms from end-user)
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= Google Cloud Platform  $e VATICINATION

iﬁ Network services & Zone details # EDIT ADD RECORD SET

vaticination Registrar Setup
@ Cloud DNS waticination ga. Public

Record sets

> Cloud CDN

B+ Cloud NAT

ONS name Type  TTL(seconds)
4
s
4
s
alent REST

(Figure 10.9 — Google Cloud DNS for mapping vaticination.ga to instance 1PVV4 address)

_Vaticiqation - Heart
Dié‘éaé*g‘Rgf_ediction

S

Vaticination : Dynamic User Symptoms Portal

| UserID | FirstName [LastName|  Addvess | Ciy | State [Pincode]  Phone
[kanwalo07 [KANWALJIT|SINGH _[S.CAFE HOSTEL [DEHRADUN [UTTARAKHAND 2458001 |5602076950

[Age [Sex|Chest pain type[Blood_pressure|Serum cholestoral Fasting blood sugar|Resting electrocardiographic Max_heart_rate [induced_angina E[ depression ST segment|[Vessel '[Iul‘
B [150 200 i [ 152 It s 2

Lo
2 i R [101 201 | [2 [152 1

[16 3 e ‘

Diagnosis value will be shown using machine learning based classifiers, prediet below!

Jupyter Server - Model Predict Oulpuls

(Figure 10.12 — GUI retrieving the specific client details on login-up)
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« C @ Notsecure | vaticination.ga/users.php aQ % & @ & BH&®7T o m a” P

5 apps [) @ Patonlogin BY Planets|SyntacHign B SyneefologinPage [B] EM Expresslogin @ Pymonbeeskandco  [) Shestock [l Hesinbenefisof e [B Bilsl ANewBreedof  [B] illuSion wr Webemin doesn sts .
Vaticination : Dynamic All Users Database Portal
User ID | First Name E‘\lm Address Cll\ State Pincods Phone

[kamvalo07 [KANWALIIT [SINGH CAFEHDSTEL [1_) UN|[UTTARAKHAND 245001 %”msm
mayanksT [MAYANK _[JOSHI _|[DFNIS [DEHRADUN|[UTASFDW [245001 |74155206345

[ vser > in type Blood g " . heart | |_angina[ST

[kanwaloo7f2r J1 |2 |ED 200 1 1 152 L 23 5
[mayanisr o1 1|1 160 % 1 1 152 I s 1
kanwatoo7[21 1 2 | 01 1 2 152 [ 1.6 A

Disgaosis vahue will be shown using machine learning based classifiers, predict below!

Jupyler Server - Model Predict Cutputs

(Figure 10.13 — Admin GUI displaying all users in a system)

> C @ Notsecure | vaticination.ga/dynamic data php Q% &0 GgHE®E OGN
#oapps [) @) Petonlogin RS Pleneth | SyntaxHig  BY SynnefologinPege [B] EM Bpresslogin @ Pytnonbreskondcr  [) Sheriock [l Health benefitsof e [ Bilol A New Breed of [ iluSion e Webmin doesn st »
20,1,2,150,200,1,1,152,1,2.5.2,1,6 21,1.2,160,256,1,1,152,1,28,1,0.2,7 21,1,2,101,201,1,2,152,1,1.6 21,6

(Figure 10.14 — Plain text URL input exported for trained model)

In [28]: | #Finally we are selecting Naive Bayes as it is having higher accuracy after taking into consideration the problem of Over-fitting
from sklearn.naive_bayes import GaussianhB
nb= GaussianNB()
nb. Fit(X_train,y_train)
#Taking user define input to test the model
X_news pd.read_csv("http://vaticination.ga/dynamic_data.php")
y_pred = nb.predict(X_new)
print(’ '.join(map(str,y_pred)))

ee

(Figure 10.15 — Trained model output using dynamic inputs in Naive Bayes)
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9. Schedule: (PERT CHART)

Start

80 days — 11 Weeks (Entire Team)

Analysis & Design
17/08/18 — 31/08/18

14 Days

Entire team
(Requirement

and
the

Analysis
Designing

solution)

Planning Prototype
31/08/18 — 14/09/18

14 Days

Entire team
(Planning a
Prototype with
defining all

constraints for adapt

future design)

Coding

14/09/18 — 26/10/18
42 Days

Entire team
(Algorithm

Implementation)

Testing
26/10/18
01/11/18
Documentation
7 Days 01/11/18 —
Entire team 04/11/18
(Debugging) 3 Days
Entire team
(Project
Completion)
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